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• Courses attended:- Real-time Industrial Systems- Quantum information- Imprenditorialità accademica- Virtualization technologies and their applications- IoT data anlysis- Statistical data analysis for science and engineering research- How to boost your PhD- Strategic orientation for STEM and research writing• Relevant seminars:- Industry 4.0 Fundamentals in Bosch Applications- Potential and challenges of next generationrailway signaling systems
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Real-time cloud for mixed-criticality environments

Reconfigurable manufacturingVirtual Network Functions Interconnected vehicles

Changeable
conditions

Strict non-functional
requirements

Increasingly
complex

Need for maintainability, flexibility, interoperability, scalability

How? Cloud-native technologies!
(e.g., containers and orchestrators)

consolidation,
offloading,
migration,
integration



Research problem
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can we actually depend on them?
Since they were designed for different environments,



Research results
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• Current container orchestration systems can undermine applicationSLOs in non-nominal conditions– One error can lead to the failure of an entire cluster– It may take tens of seconds to scale a service or handle a failure• Real-time containers based on Linux and general purpose hardwarecannot host real-time critical tasks• Mixed-criticality orchestration improves the availability,determinism, and response times of critical services• Ad-hoc software (e.g., RTOS and hypervisors) and asymmetrichardware can be integrated into orchestration systems to improvecontainers’ non functional properties• Stateless cloud components improve resiliency but are not apanacea
Marco Barletta
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• Problem statementHow can orchestration systems meet mixed-criticalityrequirements (focus on resilience and timeliness)?• ObjectiveMixed-criticality container orchestration• Methodology• Model the system of a mixed-criticality cluster• Gather functional (placement) and non-functional (resilience andtimeliness) requirements from literature• Qualitative evaluations for functional requirements and mixedevaluations for non-functional requirements• Analyze data (log analysis, regression tests, t-test)• Understand problems and design solutions to comply with the model• Perform quantitative measurements on the proposed system
Marco Barletta



PhD thesis
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Recent research:• uses Linux real-time containers• extends Kuberentes to support:real-time Linux containers, TSN networking,millisecond-time migration
Patches to one-size-fits-all solutions...Simple to use, but hard to rely on when:• strict non-functional requirements• heterogeneous hardware and software



Mixed-criticality clusters
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Not all nodes provide the same guaranteesNot all pods are equally important
• Safety-critical• Certified

hardware • AI best-effort• Edge server

Need to account for failure probability:Service & Pod criticalityNode assurance

Ser
vice

• Diversereplication • Seamlessmigration • Diversifiedrolling update



Mixed-criticality orchestration
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Control
Plane

Worker
Nodes

Declare
desired state

When
running

When
orchestrating

When
placing

Need always to account for failure probability...
...not only whenservices arerunning



Impact of orchestration on services
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The orchestrator determines the scaling timesThe scaling times affect the response times



Failure analysis
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Design Mutiny!
≈9000 fault injected targeting

the cluster state

Evaluate results of fault
injection to improve

testing

Analysis of 81 online
Kubernetes-related

failures

18% of real-world failures were cluster outages*
25% of real-world failures were related to overloads
3% of the injections one error led to system-wide failures

*A significant
number or all the
running services
don’t respond



Timing analysis

15Marco Barletta

Orchestrators are not able toprioritize service management
It may take tens of seconds toscale a service or handle a failure
Affects services’ response timesand availabiltiy

Linux real-time containersprovide limited temporaland failure isolation
The behavior hardly dependson the node

Dell Optiplex



Architectural designs
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Different degrees of:• Isolation from timing interference• Isolation from failures

Criticalnode

Special purposehardwarefor real-timecritical tasks



• Bounded orchestration times• Isolation from interference• Deterministic execution times
Marco Barletta 17

Prototype Evaluation
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