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Note di presentazione
Good morning. My name is fabrizio Guillaro and today I will be presenting my thesis on robust and general methods for image forgery detection and localization.
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I will briefly skip this slide, it contains my information and a summary of my academic activities.
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– DeepLearn Summer School 2022 – Las Palmas de Gran Canaria, Spain
– International Computer Vision Summer School (ICVSS) 2023 – Scicli (RG), Italy
– IEEE-EURASIP Summer School on Signal Processing (S3P) 2024 – Capri (NA), Italy

• PhD courses:
– Introduction to Deep Learning - Prof. Giovanni Poggi, Dr. Diego Gragnaniello
– How to boost your PhD - Prof. Antigone Marino
– Statistical Multimedia Security and Forensics - Prof. Fernando Pérez-González, at University of Trento
– Strategic Orientation for STEM Research & Writing - Dr. Chie Shin Fraser
– Innovation and Entrepreneurship - Prof. Pierluigi Rippa
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– Visione per Sistemi Robotici - Prof. Giovanni Poggi, Dr. Davide Cozzolino
– Image and Video Processing for Autonomous Driving - Prof. Luisa Verdoliva
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– International Conference on Pattern Recognition (ICPR), Montréal, Aug 21-25, 2022
– IEEE International Workshop on Information Forensics (WIFS), (online) Dec 13-16, 2022
– IEEE/CVF Computer Vision and Pattern Recognition Conference (CVPR), Vancouver, Jun 18-22, 2023
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1st 26 10.8 23 1.28
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3rd 13 0 47.4 0.5

Total 53 14.9 111.5 2.06
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• Image Forensics:
Analysis of forensic clues from visual data

• Image Forgery Detection (IFD):
Is the image fake? Has the image been manipulated?

• Image Forgery Localization (IFL):
Which part of the image has been manipulated?

0.98
Score

Relatore
Note di presentazione
My research falls under the broader field of image forensics.  Specifically, I focused on the following key tasks: image forgery detection, which is determining whether an image has been manipulated, and image forgery localization, which aims to identify the specific areas where the image was manipulated. A related task is also synthetic image detection which instead is To identify if the image has been entirely generated by AI.
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• Image Forensics:
Analysis of forensic clues from visual data

• Image Forgery Detection (IFD):
Is the image fake? Has the image been manipulated?

• Image Forgery Localization (IFL):
Which part of the image has been manipulated?

• Synthetic Image Detection (SID):
Is the image generated by AI?
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Real AI generated
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Note di presentazione
My research falls under the broader field of image forensics.  Specifically, I focused on the following key tasks: image forgery detection, which is determining whether an image has been manipulated, and image forgery localization, which aims to identify the specific areas where the image was manipulated. A related task is also synthetic image detection which instead is To identify if the image has been entirely generated by AI.



Research results
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• Development of an IFL method (Comprint) based on the 
compression fingerprint of an image

• Development of a general IFL and IFD method (TruFor), 
based on:
– A more robust noise fingerprint (Noiseprint++)
– A confidence map for a more trustworthy detection

• Exploration of the adversarial robustness of Synthetic 
Image Detectors and transferability of the attacks
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Relatore
Note di presentazione
my contributions are the development of Localization and detection methods. Specifically, we introduced a localization method named comprint, based on compression fingerprints.The main contribution is trufor, a robust and general method for both localization and detection based on noise resudials and a confidence map for a more reliable detection. Finally, we also investigate the adversarial robustness of current synthetic image detectors and the transferability of the attacks across these systems.
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On this slide, you can see the research products resulting from this work.



PhD thesis: Overview
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«A cat in the backpack»

• Problem
– Editing tools are easier to use and more powerful
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Note di presentazione
One of the main challenges we face today is the ease of access to powerful image editing tools. With just a click, anyone can add or remove an object inside of an image. Now, as you can imagine, this can be a threat iwhen such manipulations are used maliciously to spread disinformation. this is why we need robust and general detectors.
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One of the main challenges we face today is the ease of access to powerful image editing tools. With just a click, anyone can add or remove an object inside of an image. Now, as you can imagine, this can be a threat iwhen such manipulations are used maliciously to spread disinformation. this is why we need robust and general detectors.
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«A tank and Ukraine flag»

• Problem
– Editing tools are easier to use and more powerful
– Users can maliciously manipulate data and spread fake news
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One of the main challenges we face today is the ease of access to powerful image editing tools. With just a click, anyone can add or remove an object inside of an image. Now, as you can imagine, this can be a threat iwhen such manipulations are used maliciously to spread disinformation. this is why we need robust and general detectors.
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One of the main challenges we face today is the ease of access to powerful image editing tools. With just a click, anyone can add or remove an object inside of an image. Now, as you can imagine, this can be a threat iwhen such manipulations are used maliciously to spread disinformation. this is why we need robust and general detectors.
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• Problem
– Editing tools are easier to use and more powerful
– Users can maliciously manipulate data and spread fake news

• Objective
– Develop general techniques for image forgery detection and 

localization
– Design methods that are robust to post-processing operations, 

such as re-compression and resizing
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Relatore
Note di presentazione
One of the main challenges we face today is the ease of access to powerful image editing tools. With just a click, anyone can add or remove an object inside of an image. Now, as you can imagine, this can be a threat iwhen such manipulations are used maliciously to spread disinformation. this is why we need robust and general detectors.



TruFor: Overview

Noiseprint++
Extraction

Confidence
Analysis

Forgery 
Detection

Anomaly
Analysis

anomaly map

confidence map

image

Noiseprint++

integrity
score

0.996
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Relatore
Note di presentazione
Now, this is the schema of our main contribution, Trufor. We start by considering the input image along with its noise residual, which can reveal subtle traces of manipulation. These two components are then used to compute an anomaly localization map and a confidence map. Both these maps are then used jointly to perform image-level forgery detection and provide the final score. 
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Relatore
Note di presentazione
This method is trained in three separate phases.



Noiseprint++ Extraction
● A noise-sensitive fingerprint with high-level information
● Training: only pristine images1
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Confidence Estimation and Forgery 
Detection3 ● Confidence and anomaly maps for a reliable detection

● Training: pristine and forged images

Anomaly Localization2 ● Cross-modal framework (RGB and NP++)
● Training: pristine and forged images

Methodology
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Relatore
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The first step in our process was training the noiseprint extractor using only real images. After that, we trained the localization network with both real and manipulated images. For this task, we employed a cross-modal framework that accepts multiple input modalities—RGB and noiseprint—since they provide complementary information. The RGB image carries semantic information, while the noiseprint captures high-frequency details.The final step was training the confidence estimator and the forgery detector, which work together to make the final detection more accurate.



Noiseprint++ extractor
● Contrastive Learning only on real images (to gain generalization)

● Training includes around 25k images from 1500 camera models 

(8 patches per image with random editing history)
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Note di presentazione
To better understand what a noiseprint is, let me briefly explain how it’s trained. Without going too deep into the technical details, the noiseprint is trained exclusively on real images to ensure generalization across different types of manipulations. We use a contrastive learning approach, which ensures that noiseprints from images with the same history are similar, while those from images with different histories are as distinct as possible. By "history," I refer to both the camera model used to capture the image and its editing history, meaning the series of processing operations the image has undergone.



Noiseprint++ 
● It’s a learned noise residual, which enhances high frequency traces and 

suppresses the semantic content

● A first attempt was made with Comprint, a compression fingerprint 

which only enhanced JPEG compression artifacts

● Noiseprint++, instead, represents a fingerprint of the camera model and 

editing history of an image (to gain robustness)

Samsung 
Galaxy S3 Mini

Apple 
iPhone 5c

Combination of:

resizing,

compression,

adjustments

Relatore
Note di presentazione
Therefore, we can describe the noiseprint as a learned noise residual, where the semantic content of the image is suppressed as much as possible, leaving only the residual patterns.Our first approach, Comprint, focused on enhancing JPEG compression artifacts. However, Noiseprint++ goes further by acting as a fingerprint for both the camera model and the image’s editing history.In this example, you can see how noiseprints extracted from different cameras exhibit highly distinctive patterns.




Noiseprint++ 
● When an image is manipulated, the noise pattern is disrupted

● Inconsistencies between forged and pristine regions are enhanced with 

improved robustness to post-processing operations

Image Noiseprint++
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Ground Truth

Relatore
Note di presentazione
When an image is manipulated, new forensic artifacts are introduced, creating inconsistencies in the noise pattern. These inconsistencies help us identify the manipulated areas.



Confidence estimation
● Anomaly localization maps may have false positives

● We develop a strategy that estimates a pixel-level confidence map

ground truth (𝑔𝑔𝑔𝑔) anomaly map (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
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Relatore
Note di presentazione
The other significant contribution of this work is the confidence estimation. We want to estimate confidence because localization maps often present false positives — like the red area in the corner of this image. We want to reduce the negative impact of false positives to the final detection score.
Given the ground truth and the localization map, 



Confidence estimation

Confidence (TCP)

good prediction 1 (white)

bad prediction 0 (black)
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● Our confidence criterion is True Class Probability (TCP): 
○ for each pixel it is the value corresponding to the true class

𝑇𝑇𝑇𝑇𝑃𝑃𝑖𝑖 = 𝑔𝑔𝑡𝑡𝑖𝑖 � 𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑖𝑖 + 1 − 𝑔𝑔𝑡𝑡𝑖𝑖 1 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑖𝑖

Relatore
Note di presentazione
we can compute what we call the True Class Probability. The true class probability is the value corresponding to the true class. In our case we have two classes, authentic and manipulated.
The confidence computed is white when the prediction is reliable and black when it is unreliable.



Confidence estimation

● Ground truth is needed for TCP, but we do not have it at inference time

● We need to estimate it with a learned confidence

estimated
confidence
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Note di presentazione
While having this confidence would be ideal, during inference, we don’t have access to the ground truth, so we can’t compute this type of confidence directly. That’s why we train a separate network to estimate confidence.



Confidence estimation

estimated
confidence

Confidence (TCP)
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● Ground truth is needed for TCP, but we don’t have it at inference time

● We need to estimate it with a learned confidence

Relatore
Note di presentazione
While having this confidence would be ideal, during inference, we don’t have access to the ground truth, so we can’t compute this type of confidence directly. That’s why we train a separate network to estimate confidence.




Forgery detection

● Confidence estimation and the detector networks trained together

● Eight statistics are fed to the detector

a

weighted 
statistics

Pooling Forgery 
detector

y

Confidence 
decoder

Anomaly 
decoder

c
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Relatore
Note di presentazione
Now that we have both the confidence and the localization map, we can extract features from both. The forgery detector is then trained on these combined features.



Forgery detection

25

● False positives in the localization map do not affect the final score

● A score > 0.5 indicates manipulation

confidence maplocalization map

0,264
0,613

0,996
0,837

integrity score
image (is it fake?)
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Note di presentazione
In this example, you can visually observe how helpful the confidence estimation is. We have both a fake image and a real image, but both are predicted as fake. The reason for this misclassification is the presence of false positives, such as the horse in the image. By utilizing the confidence map, we can correct the mistakes introduced in the localization map, leading to a more accurate final score.



Metrics
● Evaluation metrics:

○ Pixel-level localization metric:

○ Image-level detection metric:      Area Under ROC Curve
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Relatore
Note di presentazione
For the evaluation of our method, we used F1 score for localization and AUC for detection. It’s important to note that F1 has not the same magnitude as accuracy; for accuracy, a score above 95% is often considered good performance. For instance, a localization map might represent a very good prediction, yet its F1 score could be around 80% or even below.



Evaluation results - Localization
● Evaluation in terms of F1 on 8 publicly available datasets (4K fake images)

● Our method provides the best performance and it is able to generalize better

Method CASIAv1 Coverage Columbia NIST16 DSO-1 VIPP OpenFor CocoGlide AVG

Splicebuster .252 .321 .811 .312 .662 .432 .459 .434 .460
EXIF-SC .255 .332 .880 .298 .577 .424 .318 .424 .437
CR-CNN .538 .487 .779 .363 .377 .355 .143 .577 .452

ManTraNet .320 .486 .650 .225 .537 .373 .661 .673 .491
SPAN .169 .428 .873 .363 .390 .375 .176 .350 .391

CAT-Net v2 .852 .582 .923 .417 .673 .672 .947 .603 .709
IF-OSN .676 .472 .836 .449 .621 .508 .204 .589 .544

MVSS-Net .650 .659 .781 .372 .459 .485 .225 .642 .534
PSCC-Net .670 .615 .760 .210 .733 .309 .353 .685 .542
Noiseprint .205 .342 .835 .345 .811 .546 .675 .405 .521

TruFor (Ours) .822 .735 .914 .470 .973 .746 .901 .720 .785

Pixel-level F1
using best threshold per image
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Relatore
Note di presentazione
Here, you can see some of our localization results. We tested our methods on various datasets of different natures. If you focus on the last column, which shows the average, you’ll see that we outperform our main competitors.



Robustness analysis
● Evaluation results on datasets uploaded on different social media

● When images are uploaded on the web, they undergo post-processing 

operations (resizing, compression, …)

Pixel-level F1
using fixed threshold
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Relatore
Note di presentazione
It is crucial to understand how robust a method is against post-processing operations. The main threat is when a Fake image is shared online over social media. These platforms perform a series of post-processing operations, mainly resizing and compression.We tested our method on data sets, uploaded on social media, like Facebook and WhatsApp. Our performance remains strong, even when compared to methods specifically designed for images shared on these platforms.Note that is the F1 score, so a score of above 0.6 indicates good performance.



Evaluation results - Detection
● Evaluation in terms of AUC (0.5 represents the random guessing) 

● Thanks to the use of the confidence map, TruFor performs better

Method CASIAv1+ Coverage Columbia NIST16 DSO-1 VIPP CocoGlide AVG

Splicebuster .406 .541 .597 .610 .751 .539 .529 .568
EXIF-SC .490 .498 .976 .504 .764 .617 .526 .625
CR-CNN .670 .553 .755 .737 .576 .504 .589 .626

ManTraNet .644 .760 .810 .624 .874 .530 .778 .717
SPAN .480 .670 .999 .632 .669 .580 .475 .644

CAT-Net v2 .942 .680 .977 .750 .747 .813 .667 .797
IF-OSN .735 .557 .882 .658 .853 .696 .611 .713

MVSS-Net .932 .733 .984 .579 .552 .629 .654 .723
PSCC-Net .869 .657 .300 .485 .650 .574 .777 .616

E2E .377 .494 .894 .718 .803 .617 .530 .633
Noiseprint .494 .525 .872 .618 .821 .580 .520 .633

TruFor (Ours) .916 .770 .996 .760 .984 .820 .752 .857

Image-level AUC
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Relatore
Note di presentazione
In terms of detection, our method also ranks among the best-performing techniques. Some competing methods achieve scores close to 0.5, which indicates performance equivalent to random guessing.



Synthetic Image Detectors

● We extend the idea of confidence estimation for the detection of fully 
AI-generated images

● This can help to discard the prediction if the detector is not confident 
enough (heavy post-processing)

FakeDetector

Fake image

Confidence 
estimator 0.99
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Relatore
Note di presentazione
Now, in an ongoing work we are also applying confidence estimation to the task of synthetic image detection. Since also synthetic image detectors are very vulnerable to heavy post-processing, the performance of very good detectors degrades significantly when images are downloaded from the web.To address this, we trained a confidence estimator in a manner similar to what we did for TruFor. Our goal is to identify unreliable predictions effectively.



Synthetic Image Detectors
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RealDetector

Fake image

Confidence 
estimator 0.02

Strongly 
resized and 
re-compressed

● We extend the idea of confidence estimation for the detection of fully 
AI-generated images

● This can help to discard the prediction if the detector is not confident 
enough (heavy post-processing)

Relatore
Note di presentazione
Now, in an ongoing work we are also applying confidence estimation to the task of synthetic image detection. Since also synthetic image detectors are very vulnerable to heavy post-processing, the performance of very good detectors degrades significantly when images are downloaded from the web.To address this, we trained a confidence estimator in a manner similar to what we did for TruFor. Our goal is to identify unreliable predictions effectively.




Synthetic Image Detectors
● The accuracy on low-quality data drops to less than 60%

● Fakes classified as real (red distribution leaning to the left) are marked 

as unreliable (distribution falls in the bottom of the graph)
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As you can see, the accuracy of the detector on the original quality dataset is quite high. However, once images undergo post-processing, the accuracy drops below 60%.So we trained this confidence estimator and the result is shown below.In the graphs, you can observe both the predictions and the confidence levels.In the ideal scenario—where there is no post-processing—the detector performs exceptionally well, with fake images (in red) positioned on the right side of the graph and real images (in blue) on the left. Because the predictions are accurate, the confidence is also high.However, when images are resized and compressed, the fake images are misclassified as real (shifting to the left). In this situation, their confidence scores are notably low, allowing us to effectively discard these unreliable predictions.



Adversarial Attacks

FakeDetector

Fake image

● An adversarial attack is designed to fool a detector into predicting a 

wrong label

● The attacked image is perturbed with an adversarial noise imperceptible 

to the naked eye
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Relatore
Note di presentazione
Talking about synthetic image detectors, we also investigated a bit their robustness to adversarial attacks.An adversarial attack is simply an adversarial perturbation, which is added on an image with the Intent of fool the detector. So push the detector into making the wrong prediction.And you can already imagine that this can be really really dangerous.



Adversarial Attacks
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Talking about synthetic image detectors, we also investigated a bit their robustness to adversarial attacks.An adversarial attack is simply an adversarial perturbation, which is added on an image with the Intent of fool the detector. So push the detector into making the wrong prediction.And you can already imagine that this can be really really dangerous.




Adversarial Attacks
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● An adversarial attack is designed to fool a detector into predicting a 

wrong label

● The attacked image is perturbed with an adversarial noise imperceptible 

to the naked eye
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Talking about synthetic image detectors, we also investigated a bit their robustness to adversarial attacks.An adversarial attack is simply an adversarial perturbation, which is added on an image with the Intent of fool the detector. So push the detector into making the wrong prediction.And you can already imagine that this can be really really dangerous.




Adversarial robustness
● We explored the adversarial robustness of Synthetic Image Detectors 

to different attacks (l2-PGD,  DI2-FGSM,  RWA,  UA)

● We analyzed the transferability of attacks between families of detectors
○ CNN-based (Convolutional Neural Networks)
○ CLIP-based (Contrastive Language-Image Pretraining)

CNN

CLIP

Attack for 
CNN Successful 

attack

?

Relatore
Note di presentazione
Specifically, we analyzed the transferability of these attacks across different detectors, particularly among various families of detectors. The two most popular families are CNN models and CLIP models. CNNs, or convolutional neural networks, are well-established, while CLIP (Contrastive Language-Image Pre-training) is gaining rapid popularity as a large pre-trained model based on vision transformers.The key question is: If an attack is designed for a CNN, will it also be effective against CLIP models?
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Power spectra 
of adversarial noise patterns

CNN CLIP

Performance 
in function of bandwith

Results
● Findings:

○ Attacks transfer easily between similar architectures…
○ …but do not transfer well between different families (CNN vs CLIP)

● Explanation:

○ CNN and CLIP detectors look at different frequencies
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Relatore
Note di presentazione
We found that adversarial attacks transfer easily between detectors of the same family (for example, from CNN to CNN or CLIP to CLIP). However, they do not transfer well when the attack is applied to a different family of detectors. This means that when the architectures are significantly different, the effectiveness of the attacks is considerably reduced.This is actually very promising for our work, as it suggests a level of robustness against attacks when using diverse detector architectures.
Our explanation of this is that these two type of architectures Actually focus on different forensic traces. CNNs, as illustrated by the power spectra, primarily emphasize higher frequencies. Because they are based on convolutions with small kernels looking at local areas of the image. Clip-based models, which are based on Transformers, tend to focus on lower Frequencies. Because Transformers are Actually designed to look at the global context of the image. This difference is further supported by the graph on the right, which shows the AUC as a function of frequency bandwidth. As we gradually increase the frequencies, CLIP-based methods demonstrate effective performance at lower frequencies, while CNNs require higher frequencies to achieve a good AUC score.
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• We introduced a general and robust Image Forgery Localization and Detection 
method based on contrastive learning and confidence map estimation

• We explored the adversarial robustness of Synthetic Image Detectors and 
transferability of attacks, shedding light on how forensic detectors work

• This analysis can help to build more effective detectors, robust to post-
processing operations and to malicious attackers

• It would be also important to develop a strategy to detect both local and fully 
generated AI-content at the same time 

Fabrizio Guillaro  YEP–

Relatore
Note di presentazione
Now concluding this in this work we introduced General and robust image forgery detection and localization techniques. We explored the adversary robustness of current synthetic image detectors and the transferability of attacks.We hope that this can help to Build more effective and robust detectors.A future work would be to develop a strategy that can detect both local manipulation and fully generated images at the same time. 
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